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DEEP LEARNING FOR FACIAL EMOTION RECOGNITION ON THE
FER-2013 DATASET USING THE RESNET50V2 MODEL

ABSTRACT

Facial emotion recognition is a sophisticated approach that uses facial expressi-
on analysis to identify and understand human emotions. Its numerous applications
in human-computer interaction, healthcare, and market research have recently re-
ceived much attention. This technology aims to develop sophisticated algorithms
and systems capable of accurately identifying and understanding an individual’s
emotional state by analysing facial features. This study focuses on classifying hu-
man emotions using a deep learning model based on the ResNet50v2 architecture.
This work presents a comprehensive facial expression recognition model utilising
the FER-2013 dataset, which includes thousands of images annotated with seven
distinct emotions: happy, angry, neutral, sad, disgust, fear, and surprise. Our ap-
proach involves several key steps, including significant image preprocessing to im-
prove the input data quality, image transformation to increase the diversity and
robustness of the model, and implementing a modified ResNet50v2 architecture
to improve recognition accuracy. Our model achieved a 69% accuracy on the test
data, demonstrating competitive performance compared to existing models app-
lied to FER-2013. The results of this study highlight the great potential of deep
learning methods in precisely identifying and deciphering human emotions from
facial expressions, paving the way for more emotionally intelligent and responsive
human-computer interaction systems.

Keywords: Facial Emotion Recognition, Emotion Classification, FER-2013,
ResNet50v2.
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RESNET50V2 MODELINi KULLANARAK FER-2013 VERI SETINDE
YUZ DUYGULARINI TANIMAK iCiN DERIN OGRENME

Oz

Yiiz duygu tanima, yiiz ifadesi analizini kullanarak insan duygularimi tanim-
lamak ve anlamak i¢in kullanilan sofistike bir yaklagimdir. Insan-bilgisayar etki-
lesimi, saglik hizmetleri ve pazar arastirmas: alanlarinda sayisiz uygulamasi son
zamanlarda bityiik ilgi gormiistiir. Bu teknoloji, yiiz 6zelliklerini analiz ederek bir
bireyin duygusal durumunu dogru bir sekilde tanimlayip anlayabilen sofistike
algoritmalar ve sistemler gelistirmeyi amaglamaktadir. Bu ¢aligma, ResNet50v2
mimarisine dayal1 bir derin 6grenme modeli kullanarak insan duygularini sinif-
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landirmaya odaklanmaktadir. Bu ¢alisma, mutlu, kizgin, nétr, tizgiin, tiksinti, kor-
ku ve sagkinlik olmak {izere yedi farkli duygu ile etiketlenmis binlerce goriintityii
iceren FER-2013 veri setini kullanan kapsamli bir yiiz ifadesi tanima modeli sun-
maktadir. Yaklagimimiz, girdi veri kalitesini iyilestirmek i¢in 6nemli goriintii 6n
isleme, modelin cesitliligini ve saglamligini artirmak i¢in gériintii dontistiirme ve
tanima dogrulugunu iyilestirmek i¢in degistirilmis bir ResNet50v2 mimarisi uy-
gulamak gibi birka¢ 6nemli adim1 i¢ermektedir. Modelimiz, test verilerinde %69
dogruluk oranina ulagarak, FER-2013'e uygulanan mevcut modellere kiyasla re-
kabetgi bir performans sergilemistir. Bu ¢aligmanin sonuglari, yiiz ifadelerinden
insan duygularini hassas bir sekilde tanimlama ve desifre etme konusunda derin
Ogrenme yontemlerinin biiytik potansiyelini vurgulamakta ve daha duygusal zeka
ve duyarliliga sahip insan-bilgisayar etkilesim sistemlerinin 6niinii agmaktadir.

Anahtar Kelimeler: Yiz Duygu Tanima, Duygu Simiflandirma, FER-2013,
ResNet50v2.

LR
Highlights

o ResNet50v2 adapted for facial emotion recognition using FER-2013 dataset
« Data augmentation improved model robustness and diversity
 Preprocessing normalized data and enhanced input quality

o Regularization techniques applied to avoid overfitting

1. INTRODUCTION

Interaction and communication are essential in the daily lives of all living bein-
gs, and emotions, such as body language and facial expressions, play a crucial role
in enriching human exchanges [1]. Even a basic understanding of human emotions
is enough to establish social connections. Detecting facial expressions is central to
interpreting emotions, reflecting the innate human ability to decode subtle emoti-
onal signals [2]. Facial Emotion Recognition (FER) has become a flourishing field
of study in computer vision and artificial intelligence research. This technology
can identify emotions in real-time, offering applications in many fields, such as
healthcare [3], where it can be used to diagnose emotional disorders or monitor
the well-being of patients; in education, where it can improve teaching interactions
by detecting student frustration or engagement; and in marketing, where emotion
analysis can provide valuable information about consumer reactions to products
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or advertisements [4]. In addition, in surveillance and security, this technology
makes it possible to analyze abnormal behaviour in real time, contributing to bet-
ter crisis management [5].

The importance of facial expressions in non-verbal communication is also ref-
lected in human-computer interaction (HCI). Modern interactive systems, such as
virtual assistants, social robots and virtual reality platforms, increasingly incorpo-
rate emotion recognition to create more natural and personalized interactions [6].
By equipping these systems with the ability to understand and respond to users’
emotions, interaction becomes more fluid and empathetic, enhancing the user ex-
perience [7]. This is particularly useful in mental health, where emotionally intelli-
gent robots can support patients, or in e-learning environments, where interactive
systems can adapt their pedagogical approach according to learners’ emotional
state. Facial emotion recognition aims to develop intelligent systems capable of un-
derstanding and interacting with individuals more intuitively and empathetically.
This makes improving the efficiency and quality of services possible while offering
more personalized and engaging experiences. Studies show that emotionally intel-
ligent interfaces positively impact user satisfaction and engagement in various en-
vironments, from gaming platforms to telemedicine[8]. With the recent advances
in machine learning and computer vision, facial emotion recognition is developing
rapidly, attracting increasing attention [9]. Convolutional neural networks (CNNs)
and transfer learning models are enabling impressive accuracy in detecting emoti-
ons, even in conditions such as poor lighting or partial facial expressions [10]. This
technology promises to revolutionize human-machine interactions and transform
sectors such as entertainment, security and healthcare by offering more human
and empathetic solutions.

Recent research indicates that advances in image processing and deep learning
techniques have accelerated the machine’s understanding of facial expressions. The
latest study, however, has concentrated chiefly on enhancing the model to get ad-
vanced outcomes by increasing the overall precision [11]. The field of computer
vision has made extensive use of deep learning algorithms [12]. Convolutional
Neural Networks (CNN) are currently used to handle numerous picture categori-
zation challenges. Convolutional, pooling, and fully connected layers are frequent-
ly used in CNNs to capture information and reduce complexity while preserving
key features [13]. Various strategies are being adopted to improve performance; for
example, ReLU (rectified linear unit) activation has replaced the Sigmoid activati-
on function in an effort to avoid gradient divergence and speed up training, and it
is widely used for image recognition applications [14].Other tapproach as Thermal
imaging has also used to enhance the accuracy of facial emotion recognition [15].
Additionally, a variety of pooling techniques are used to help with generalization
and decrease the input sample size [16]. On the ImageNet validation set, this study
used ResNet, VGG, PReLu-Net, GoogLeNet, and BN-Inception [17]. The findings
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show that compared to other models, The ResNet architecture models had reduced
error rates. The 50/101/152-layer ResNets outperform the 34-layer ones in terms
of accuracy by significant margins. Despite having three more block layers, putting
them deeper (11.3 billion FLOPs), ResNet 101-layer and 152-layer ResNets are still
less complex than VGG 16/19 networks. According to the research from [18], Mo-
bileNetV1 and MobileNetV2 have fewer parameters than any of the models used
on both datasets (FER2013, AffectNet), including the Xception and VGG models.
An average accuracy of 67.4% was attained by Xception, 61.8% and 62.1% by Mo-
bileNet and MobileNetV2, and 66.6% by DenseNet-40, according to the findings of
this investigation, which examined multiple models using the FER2013 database.

Using the FER2013 database, researchers from [19] tested training three dif-
ferent CNNs and combining them to improve efficiency. Their highest sing-
le-network total precision is 62.44%. A CNN and batch normalisation-based ar-
chitecture was put out, with a fixed batch size of 256. Higher epochs were found
to cause overfitting, hence the training procedure was limited to 8 epochs [20].
FER-2013’s private test results showed a test accuracy of 60.12% thanks to this
architecture. In [21], several designs with variable numbers of filters that combi-
ned batch normalisation and CNN were presented. The distinctive feature of both
architectures is that they maintain a kernel size of 8 and lack any completely conne-
cted layers. Both architectures were able to reach test accuracy of 65%. Given their
capacity to automatically extract local hierarchical features (edges, textures, and
intricate patterns) using convolutional and pooling layers, convolutional neural
networks (CNNs) have emerged as the core of computer vision [13]. Facial emoti-
on recognition has demonstrated its effectiveness in processing subtle variations in
expressions. Meanwhile, transfer learning allows us to leverage models pre-trained
on large datasets such as ImageNet, thereby reducing the need for specific training
data while improving generalisation, a decisive advantage for FER-2013, where
certain classes, such as disgust, are underrepresented [22].

The motivation for this study is to leverage the immense power of facial emoti-
on recognition to transform critical sectors, including market research, healthcare
and human-computer interaction. The aim is to design advanced algorithms ca-
pable of accurately detecting and interpreting emotional states through the analy-
sis of facial expressions, thereby improving the responsiveness and empathy of
interactive systems while opening up new perspectives for more personalized and
relevant interactions with users. Unlike previous work focusing on standard CNN
architectures or model ensembles [19, 33], this study leverages the power of Res-
Net50v2 residual connections optimised through targeted fine-tuning to capture
fine-grained discriminative features under realistic conditions (lighting variations,
partial angles). Our contribution lies in an integrated pipeline combining adaptive
pre-processing, advanced regularisation, and hyperparameter optimisation, estab-
lishing a new benchmark for ResNet50v2 on FER-2013.
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This study introduces a facial expression recognition model built with the Res-
Net50V2 architecture and trained on the FER-2013 dataset. With thousands of faci-
al pictures labelled with seven primary emotions, the FER-2013 dataset is a popular
standard for emotion detection. Based on residual connections, ResNet50V2 is an
improved version of the original ResNet50 (Residual Network) model. [15]. Com-
pared to its predecessor, ResNet50V2 introduces improvements in the ordering of
normalisation and activation layers, resulting in faster convergence and increased
training stability, making it highly suitable for emotion recognition tasks [23].

Previous research on FER-2013 reported accuracies ranging from 62% to 67%
accuracy using traditional CNNs, GoogleNet, or hybrid techniques [12,19,33-36].
This research emphasizes the difficulty of improving performance on this chal-
lenging dataset, due to class imbalance and low image resolution. These studies
have been chosen for comparison because they include typical baselines CNNs
and more sophisticated designs (Inception-based, GAP-based, and VGG-based),
providing a representative benchmark of the current state of the art. Our soluti-
on surpasses these methods by 69% accuracy, illustrating the effectiveness of our
preprocessing pipeline and model fine-tuning. This improvement validates the
contribution of carefully designed data augmentation and regularization techniqu-
es in enhancing model generalization on FER-2013. The proposed methodology,
including all processing steps, is detailed in the following section. The results are
then presented and discussed in Section 3. Finally, the conclusion outlines future
research directions.

2. MATERIALS AND METHODS

Various Python libraries were used to build and train our model. OpenCV was
used for image processing, and Keras and TensorFlow were used to build and train
the CNN model based on ResNet50V2. A complete pipeline for facial expression
recognition was created using these libraries, from data preparation to training and
model evaluation. Each library played a specific and complementary role, allowing
us to perform this experiment efficiently and robustly. The experiments were con-
ducted on google Collaboratory.

2.1. Dataset

Initially presented by Pierre-Luc Carrier and Aaron Courville in 2013, the Faci-
al Expression Recognition 2013 (FER-2013) dataset was made available on Kaggle.
There are 48x48 pixel grayscale pictures of faces in this dataset. The 35,887 photos
in the FER-2013 dataset are grouped into seven distinct emotional categories. Each
image is labelled in accordance with these classifications, which range from 0 to 6.
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There are two sections to the dataset. The table below (Figure 1 and Table 1) desc-
ribes the test and training data.

neutral . R surprise

angry o disgust . fear

0 10 20 % 4 o 1 2 B 4

IR o 10 2 % 4 o 1 2 % %

Figure 1. Sample of each class from the dataset.

Table 1. Dataset Distribution

Facial Expression (Class) Test Data Training Dataset Total
Angry 958 3995 4953
Disgust 111 436 547
Fearful 1024 4097 5121
Happy 1774 7215 8989
Sad 1247 4830 6077
Surprise 831 3171 4002
Neutral 1233 4965 6198
Total 7178 28709 35887

2.2.Image Preprocessing

Data preprocessing is a primordial step in improving model performance. To
enhance the diversity of training data and avoid overlearning, we applied different
picture transformations using Keras’ ImageDataGenerator class.

Preprocessing for training data includes:

o Normalization of pixel values

+ Rotation of images (rotation_range =10)

o Zooming of images (zoom_range=0.2)

« Random horizontal and vertical translation
o Random horizontal translation

o Fill mode for transformations
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For the test data, preprocessing is limited to normalizing pixel values. We then
loaded the images from the training and test directories using these generators, de-
fining the class parameters, target image size of 400x400 pixels, colour mode, and
data distribution method (random for training and fixed for testing).

This study’s key contribution is using the ResNet50V2 model with a properly
constructed preprocessing and transformation methodology. It boosted the trai-
ning data’s diversity and robustness using normalization and modifications such as
rotation, zoom, translation, flipping, and adaptive fill mode. This approach directly
impacts the model’s ability to generalize, since it allows the network to learn inva-
riant properties despite differences in lighting, position, and scale. This pipeline
is the foundation for our contribution, directly influencing the model’s ability to
generalize in real-world settings.

2.3. ResNet50V2 Architecture

Convolutional neural networks (CNNs) are deep learning architectures desig-
ned to process grid data, such as images. They consist of convolution layers, poo-
ling layers and fully connected layers. Their ability to learn hierarchical representa-
tions, from simple edges to complex semantic features, makes them very effective
for image classification tasks. Figure 2 depicts a simple CNN architecture to help
understand the main components of a CNN. Convolutional layers extract features,
pool layers reduce dimensionality and fully connected layers for classification. This
broad framework supports the ResNet50V2 model utilised in this study, whose
specific architecture is discussed further below.

Fully
Connected

O,

Convolution

Pooling ___.----"""

Feature Extraction Classification
Figure 2. Basic CNN Architecture

In this study, the ResNet50V2 architecture was used, a convolutional neural
network architecture deeply optimized for image classification tasks. ResNet50V2,
an improved version of ResNet50, leverages advanced normalization techniques
and jump connections, alleviating the problem of vanishing gradients and enab-
ling intense networks to be trained more efficiently. This model suits our facial




Deep Learning for Facial Emotion Recognition...

expression recognition problem well because it can extract complex features from
images. ResNet50V2 is a widely used CNN architecture in computer vision, known
for its improved ability to learn detailed feature representations[24]. Building on
the original ResNet, it incorporates 50 layers, including convolution layers, batch
normalization, and ReLU activation functions. The core component, the residual
block, allows the network to bypass degradation issues common in deep networks
by creating shortcuts or “skip connections” [25]. These connections enable more
efficient learning by focusing on differences or additional features in the input data,
and they smooth gradient flow during training, addressing vanishing or exploding
gradients. The Residual structure for ResNet-50 is shown in Figure 3.

256-d

Figure 3. Residual Block for ResNet-50 [17]

To improve feature learning and generalisation, more layers were added to the
ResNet50V2 backbone, such as batch normalisation, dropout, and a dense layer
with 64 units. The last softmax layer guaranteed appropriate multi-class classifi-
cation for all seven emotions. Despite testing several loss functions and deeper
variants, these changes did not result in appreciable performance gains. To balance
stability, efficiency, and generalization, categorical cross-entropy with this slightly
expanded design was ultimately retained.

Batch normalization is another critical element of ResNet50V2, enhancing tra-
ining stability and convergence by normalizing data in each batch, which helps
reduce overfitting[26]. Additionally, the architecture includes a bottleneck design
that reduces the computational load while maintaining the ability to extract deep
and abstract representations from visual data [27]. The dropout technique is also
employed to combat overfitting by randomly ignoring some units during training,
improving the model’s ability to generalize to the new data. A notable feature of
the model is the pre-activation block, where batch normalization and ReLU are
applied before convolution, further stabilizing training[28]. Dimensionality redu-
ction is achieved through 1x1 convolutions, which decrease feature dimensions
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while preserving essential information and reducing computational complexity
[29]. ResNet50V2 is highly effective for complex image-related tasks such as clas-
sification, object detection, and segmentation[30]. Its ability to overcome training
challenges like gradient issues and performance degradation makes it a go-to cho-
ose for building deep learning models in diverse computer vision applications. Our
model consists of the following layers:

o ResNet50V2: for extracting features from 224x224 pixel images.

o Dropout (0.25): For normalization and to prevent overlearning.
 Batch Normalization: to normalize activations and speed up training.
o Flatten: To convert 2D feature maps into 1D vectors.

o Dense (64 units, activation Treal’): A fully connected layer for feature
learning.

« Batch Normalization and Dropout (0.5): For additional regularisation.

o Dense (7 units, activation ‘softmax’): Output layer for classifying seven
emotions.

The model is built with Adam optimizer, known for its ability to adapt to the
learning rate, and the loss function “categorical_crossentropy” adapted to multi-c-
lass classification problems. The metrics tracked include accuracy in evaluating the
performance of the model. Figure 3 present the model architecture.

Layer (type) Output Shape Param #
Tresnetsevz (Functional) | (Nome, 7. 7, 2048) 23564800

dropout (Dropout) (None, 7, 7, 2048) (<]

batch_normalization (Batch (None, 7, 7, 2048) 8192

Normalization)
flatten (Flatten) (None, 18©352) (2]
dense (Dense) {(None, 64) 6422592

batch_normalization_1 (Bat (None, 64) 256
chNormalization)

dropout_1 (Dropout) (None, 64) (2]
dense_1 (Dense) (None, 7) 455

Total params: 29996295 (114.43 MB)
Trainable params: 22779527 (86.90 MB)
Non-trainable params: 7216768 (27.53 MB)

Figure 3. ResNet50V2-based model architecture used for facial
emotion classification
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2.4. Model Training

To train the ResNet50V2 model, we used regularization strategies such as Dropout
and Batch Normalization to avoid overlearning and improve model generalization.

o Number of epochs: The model was trained over a number of epochs to en-
sure proper convergence. However, to avoid overtraining, callbacks such as
early stops are used to stop training when performance on validation data
starts to deteriorate.

o Batch Size: A chunk size of 64 was used, balancing training speed and gra-
dient stability.

« Image size: Images were resized to 224x224 pixels to accommodate the Res-
Net50V2 architecture and to utilize pre-trained weights on large images.

o Callbacks: Several callbacks were used, including “ModelCheckpoint” to
save the best model based on validation accuracy, “EarlyStopping” to stop
training if validation accuracy stops improving, and “ReduceLROnPlateau”
to reduce the learning rate if performance stagnates.

2.5. Performance Metrics

This study used F1-Score, recall, precision and accuracy metrics to evaluate the
performance of the model. These metrics provide a comprehensive and nuanced
assessment of Deep Learning models, guaranteeing their robustness and reliability
[31]. The formulas for the evaluation metrics are given in Equations (1-4).

Accuracy=(TP+TN) / (TP+FP+TN+FN) (1)

Recall = TP/ (TP + FN) 2)

Precision = TP/ (TP + FP) (3)

F1- Score = (2 = Precision * Recall) / (Precision + Recall) 4)

TP denotes the number of true positives in the model, while TN represents the
number of true negatives false negatives (FN) and false positives (FP) [32].

3. RESULT AND DISCUSSION

When we looked at the model’s accuracy rates during the training and testing
stages, we found that the model achieved a 77% accuracy rate on the training data
over 30 epochs (Figure 3). This implies that the model’s performance on the tra-
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ining set is satisfactory. However, the model’s actual accuracy percentage on test
data is 69%. This suggests that the model’s generalizability and applicability are
lower on real-world data than on training data.

Accuracy Loss.

— Training Accuracy — Training Loss
075 Validation Accuracy Validation Loss

0.70

0.8

0 5 10 15 20 o 5 10 15 20
Epochs Epochs

Figure 4. Training accuracy and training loss of the model.

The model has been evaluated on test data to measure its generalizability. Eva-
luation metrics included additional metrics such as precision, loss and weighted
precision, recall, F1-score and AUC. A confusion matrix (Figure 4) was used to
visualize the model’s classification performance for each emotion class. A detailed
classification report on the evaluation metrics for each emotion class. This report
provides an overview of the model’s performance on different classes and allows
for detecting imbalances in predictions.
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Figure 4. Test data confusion matrix.
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Table 2. Test data classification results.

Emotion Precision Recall F1 Score Number of Images
Angry 0.61 0.64 0.63 917
Disgust 0.72 0.51 0.60 109
Fear 0.55 0.46 0.50 1000
Happy 0.88 0.90 0.89 1763
Neutral 0.62 0.70 0.66 1215
Sad 0.57 0.57 0.57 1228
Surprise 0.80 0.78 0.79 815

The observed difference in the number of images between classes in the trai-
ning and test datasets is due to removing images that do not represent faces before
training the model. This was done to improve data quality, train the model more
accurately, and make more reliable predictions based on the test data. This process
resulted in a significant reduction in the number of images for some classes, resul-
ting in a difference between the number of images in the test dataset and the origi-
nal test dataset. On the other hand, fine-tuning improves the model’s stability and
reduces overlearning during the training process, thereby improving the model’s
performance. Overall, the results indicate that the model performs well, though the-
re is still room for improvement. The accuracy of 69%, precision of 68.76%, recall of
68.98%, and F1 score of 68.74% are all closely aligned, reflecting the model’s ability
to make balanced and reliable predictions. Furthermore, the AUC score of 81.44%
demonstrates strong discriminative ability. Nevertheless, additional data analysis
and model refinement techniques could be explored to enhance the model’s per-
formance further. The Comparaison with different other studies is given in Table 3.

Table 3. Comparaison with different studies in literature on fer2013.

Reference Method Accuracy (%)
[19] CNN 62.44
[33] GoogleNet 65.2

[12] VGG+SVM 66.31
[34] Custom CNN 66.67
[35] CNN+ GAP 66

[36] Conv + Inception layer 66.40
This work Resnet50V2 69
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4. CONCLUSION

This study used the Facial Expression Recognition 2013 dataset, which consists
of 35,887 grayscale images, each labelled according to seven emotion categories.
Our main goal was to develop a model to accurately and efficiently classify these
facial expressions. For this purpose, the ResNet50V2 model was adapted with re-
gularization techniques to improve generalization. Training was performed using
preprocessing and data augmentation techniques to increase the robustness of the
model. The results show that the model can effectively recognize facial expressi-
ons, although it needs improvement. An accuracy of 69% was achieved on the
test data. This study highlights a model’s potential for facial expression recognition
while presenting challenges and prospects for future improvements. While the mo-
del shows promising results, future work should include architecture refinement,
cross-dataset testing, and model explainability. These improvements could facili-
tate real-world deployment in healthcare or human-machine interaction systems.

Author Contribution Rates

Design of Study: AM(%33,3), MAA(%33,3), MA(%33,3)
Data Acquisition: AM(%33,3), MAA(%33,3), MA(%33,3)
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Writing Up: AM(%33,3), MAA(%33,3), MA(%33,3)
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